
Stronger, Fewer, & Superior: Harnessing Vision Foundation Models

for Domain Generalized Semantic Segmentation

Motivation

Leveraging Stronger pre-trained models and Fewer

trainable parameters for Superior generalizability

Method Experiments

Table 1: Performance (mIoU) comparison of different DB methods on GTA5→Cityscapes.Figure 1: The curves of training loss and test metrics display consistent trends

across different VFMs and decode heads.
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Figure 2: Vision Foundation Models (VFMs) are stronger pre-trained models that serve 

as robust backbones, effortlessly outperforming previous state-of-the-art Domain 

Generalized Semantic Segmentation (DGSS),

Table 1: We begin by comparing the performance of various VFMs against existing 

DGSS methods, demonstrate the powerful potential of VFMs in DGSS, thereby 

establishing VFMs as a meaningful benchmark in the field.

Figure 3. An overview of proposed Rein. 

Table 2: Performance Comparison with the proposed 

Rein across Multiple VFMs as Backbones.

Table 3: Results on Cityscapes → ACDC (test).

Table 4: Synthetic data + 1/16 of Citys. → Citys. val set.

Table 5: Performance Comparison of the proposed 

Rein against other DGSS and PEFT methods.

Table 7: Results for Cityscapes to BDD100K+Mapillary.


